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Point-set registration
• Recap of point-set registration:


Goal: Find a transformation 
 


• That moves a set of 
points 


• to be aligned with another 
set of points 


• ICP Classical method [Chen&Medioni ICRA91]

2

<latexit sha1_base64="uH+12kd/NJcNxi0nKwdTq/plFDA=">AAAC5XicjVHLSsNAFD2Nr1pfVZdugkVwVVJRdCOIbgQ3FewDGi1JOm2HpkmYTAQJ3bpzJ279Abf6K+If6F94Z0xBkaITktw595wzc+91I5/H0rLecsbU9MzsXH6+sLC4tLxSXF2rx2EiPFbzQj8UTdeJmc8DVpNc+qwZCeYMXZ813MGJyjeumYh5GFzIm4hdDp1ewLvccyRB7aJp+6wr7TS13a7ZHLUHtuC9vrRH7XRwWBldnbWLpUrZ0sucHJSQrWpYfIWNDkJ4SDAEQwBJsQ8HMT0tVGAhIuwSKWGCIq7zDCMUSJsQixHDIXRA3x7tWhka0F55xlrt0Sk+vYKUJrZIExJPUKxOM3U+0c4KneSdak91txv6u5nXkFCJPqF/6cbM/+pULRJdHOgaONUUaURV52Uuie6Kurn5rSpJDhFhKu5QXlDsaeW4z6bWxLp21VtH5981U6Fq72XcBB/qljRgazzO38F4wPWdcmWvbJ3vlo6Os1HnsYFNbNM893GEU1RRI+9bPOEZL0bPuDPujYcvqpHLNOv4sYzHT7wanNg=</latexit>

{Xk}Kk=1
<latexit sha1_base64="ctisWPxoxWQt+d+lzpMdbzyRd5k=">AAAC5XicjVHLSsNAFD2Nr/quunQTLIKrkoqiG6HoxoWLCtZWjJYkTuvgNAmTiVBCt+7ciVt/wK3+ivgH+hfeGVNQRHRCkjvnnnNm7r1+LHiiHOe1YI2Mjo1PFCenpmdm5+ZLC4vHSZTKgDWCSESy5XsJEzxkDcWVYK1YMq/nC9b0r/Z0vnnNZMKj8Ej1Y3bW87oh7/DAUwS1S7YrWEe5Web6Hftk0Bau5N1L5Q7amdipDs4P2qVyteKYZf8elJGvelR6gYsLRAiQogeGEIpiAQ8JPaeowkFM2BkywiRF3OQZBpgibUosRgyP0Cv6dml3mqMh7bVnYtQBnSLolaS0sUqaiHiSYn2abfKpcdbob96Z8dR369Pfz716hCpcEvqXbsj8r07XotDBtqmBU02xQXR1Qe6Smq7om9tfqlLkEBOm4wvKS4oDoxz22TaaxNSue+uZ/JthalTvg5yb4l3fkgbsDMf5MxgO+Hi9Ut2sOIcb5dpuPuoilrGCNZrnFmrYRx0N8r7BI57wbHWtW+vOuv+kWoVcs4Rvy3r4AMXCnNw=</latexit>

{Yl}Ll=1

<latexit sha1_base64="ORQya0bZkHxfRQDniM8iAMMg50Y=">AAACDHicbVDNSgMxGMz6W+tf1aOXYBEFYdlKa+1BKHrxWMX+SLss2TTbhs1mlyQrlGUfwIuv4sWDIl59AG++jem2gloHQoaZ+Ui+cSNGpbKsT2NufmFxaTm3kl9dW9/YLGxtt2QYC0yaOGSh6LhIEkY5aSqqGOlEgqDAZaTt+hdjv31HhKQhv1GjiNgBGnDqUYyUlpxCMem5HrxNDxz/LKPXaXZ1Usc/yphKdcoya7WKVa7CWVIyrQxFMEXDKXz0+iGOA8IVZkjKbsmKlJ0goShmJM33YkkihH00IF1NOQqItJNsmRTua6UPvVDowxXM1J8TCQqkHAWuTgZIDeVfbyz+53Vj5Z3aCeVRrAjHk4e8mEEVwnEzsE8FwYqNNEFYUP1XiIdIIKx0f/mshMmmcJZ8l9A6NksnZuWqXKyfT+vIgV2wBw5BCVRBHVyCBmgCDO7BI3gGL8aD8WS8Gm+T6JwxndkBv2C8fwEA65sA</latexit>

Y0
k = RXk + t



© 2 0 2 4  P e r - E r i k  F o r s s é n

Point-set registration
• Iterated Closest Point (ICP) [Chen&Medioni ICRA91]


1. Guess correspondence  
For each point: find the  
closest point in the other set


2. Align correspondences  
Center and solve the 
Orthogonal Procrustes 
Problem (OPP) to fint R, 
and t


3. Apply transformation and goto 1.
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Point-set registration
• ICP demo 2D (now with more pauses)
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Point-set registration
• Real-time point set registration 

KinectFusion and TSDF


• Feature based registration 
FPFH, FGR and DGR


• Multiple point-set registration 
JRMPS, RLL


• Point-cloud simplification 
Farthest point sampling, PointNet++
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Real-time point-set registration
R.A. Newcombe et al., KinectFusion: Real-Time 
Dense Surface Mapping and Tracking, ISMAR’11


Based on Truncated Signed Distance Field (TSDF), and ray-
casting+ICP to match new scan and model
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R.A. Newcombe et al., KinectFusion: Real-Time Dense Surface Mapping and Tracking, ISMAR’11



© 2 0 2 4  P e r - E r i k  F o r s s é n

Point-set registration
KinectFusion algorithm 
[Newcombe et al. ISMAR11]


 

+ Real-time (on GPU) 
-  Drift 
-  Limited model size

7

Kinect v2 example reconstruction
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Model to point cloud 
registration
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• The ICP assignments are expensive to compute, 
in point-cloud to point-cloud registration, as 
they require finding the nearest neighbour.


• In point-cloud to model registration, 
we can find approximate 
near neighbours by 
ray-casting each pixel 
onto the model. 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TSDF
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• Averaging in a voxel volume. Truncated-Signed-Distance-Field (TSDF) 
 
 

• Surface distance in normal direction , and number of measurements 
are stored in each voxel [optional task in TSBB33]. 
	 B. Curless and M. Levoy. A volumetric method for building complex models 
from range images. SIGGRAPH’96 

F(p) W(p)
Newcombe et al. ISMAR 2011
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• Successive 2.5D views are aligned by registration.

Alignment

10

Images: Curless and Levoy SIGGRAPH’96

Depth from 12 passive stereo pairs
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Alignment

11

• Successive 2.5D views are aligned by registration.

Mesh-fusion TSDF-fusionImages: Curless and Levoy SIGGRAPH’96
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TSDF
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Newcombe et al. ISMAR 2011Single Kinect frame Fusion result

• The result of fusion (averaging) in a Truncated Signed 
Distance Field (TSDF)
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Feature based registration
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•  ICP consists of two steps: 
 1. Guess correspondences 
 2. Align correspondences
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Feature based registration

14

•  ICP consists of two steps: 
 1. Guess correspondences  this can be improved! 
 2. Align correspondences 

•  In step 1, proximity of the  vectors are used 
for matching. 

•  In e.g. TLS scanners and the Kinect, RGB is also 
available in each point. 

•  Idea: use proximity in (X,Y,Z,R,G,B)-space instead! 

•  This could improve matching, but if  
and , nothing much changes.

⇐

pi = (X Y Z)T

X, Y, Z ∈ [0,130]
R, G, B ∈ [0,1]
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Feature based registration

15

•  Fix for the scale: Balance the different dimensions using a 
transformation found from a training set : 
 
 
 

• Often just the diagonal elements of C are used, this is called 
variance normalization. With a full C, the technique is called 
whitening. 

• In general  can also contain local features, i.e. elements of f 
can be computed from a neighbourhood of the point, e.g. using 
a CNN.

{fi}N
1
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Feature based registration

16

•  What are local features?

edge
flat surface
corner
peak
…

Image source: A. Tavares et al. RAL 2020
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Feature based registration

17

•  Local feature example: R. Rusu et al., Fast Point Feature 
Histograms (FPFH) for 3D Registration, ICRA 2009

• For each point in a pointcloud  
   1. Compute the surface normal  at  
   2. Extract the k spatial neighbours to  
   3. For each : 
           compute three angles,   
           based on  
    4. Divide ranges of  into q bins, and 
        compute  as 3 stacked histograms over the 
        k neighbours 
    5. Finally update  by computing a weighted 
average of the neghbours’ histograms:

pi ∈ 𝒳
ni pi

pi
pj ∈ 𝒩(pi, 𝒳)

α, ϕ, θ
pi, pj, ni, nj

α, ϕ, θ
fi

fi
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Feature based registration

18

•  Note #1: the point position is not part of FPFH. 
•  Note #2: one feature vector per point in the point cloud is 

computed, so instead of 3N values, we now have 
(3+3q)N      (q #bins in each histogram, e.g. 5 or 9) 

•  Note #3: It is still beneficial to do whitening/variance 
normalization, but not critical, and it is often omitted. 

•  It is also possible to use machine learning to find useful 
local features. This can be both faster, and lead to better 
features. Such feature learning is based on contrastive 
learning [see TSBB19] or registration loss learning (more 
on this later).
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Aligning the Dissimilar: A Probabilistic Method for Feature-Based Point Set Registration

Fast Global Registration (FGR)

19

FGR is a popular method that 
uses local features to improve 
correspondences, 
and robust error norms 
[See TSBB33] and graduated 
non-convexity to improve the 
search for the alignment 
transformation. 
 
Qian-Yi Zhou, H. Park and V. Koltun, Fast Global Registration, 
European Conference on Computer Vision (ECCV) 2016


• After feature based matching, ICP is run as a fine-tuning step to 
improve accuracy.

Image source: Qian-Yi Zhou, H. Park and V. Koltun, Fast Global Registration, European Conference on Computer Vision (ECCV) 2016 
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Aligning the Dissimilar: A Probabilistic Method for Feature-Based Point Set Registration

FGR and DGR

20

• FGR was later extended to Deep 
Global Registration (DGR). In this 
method, Weighted Procrustes was 
used in the optimization instead. This 
allows the use of end-to-end learning 
(backpropagation) to find good 
features. 

• C. Choy, W. Dong and V. Koltun, Deep Global Registration, 
International conference on Computer Vision and Pattern 
Recognition (CVPR) 2020


• DGR also uses ICP as a fine-tuning step after the deep 
feature matching step.
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Aligning the Dissimilar: A Probabilistic Method for Feature-Based Point Set Registration

Illustration by Martin Danelljan

21

Multiple point set registration
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Aligning the Dissimilar: A Probabilistic Method for Feature-Based Point Set Registration

• Multiple point set registration can reduce drift 
compared to adding one point cloud at a time.


• The complexity of ICP is  
   N - #iterations  
   M - #points in point-clouds 
   K  - #point clouds (ICP has K=2)


• If we instead match to a central representation 
we get 

O(NMK)

O(NMK)

22

Multiple point set registration
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Aligning the Dissimilar: A Probabilistic Method for Feature-Based Point Set Registration

(Joint Registration of 
Multiple Point Sets)

23

JRMPS

Illustration by Martin Danelljan
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p(p) ⇡
X

k

g(p;µk,⌃k)

• The joint point 
cloud is 
represented as a 
Gaussian Mixture 
Model (GMM) 
(a set of Gaussians) 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Aligning the Dissimilar: A Probabilistic Method for Feature-Based Point Set Registration

(Joint Registration of 
Multiple Point Sets)

• The joint point 
cloud is 
represented as a 
Gaussian Mixture 
Model (GMM) 
(a set of Gaussians)


• Matching is done 
between each point 
cloud and GMM. 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JRMPS

Illustration by Martin Danelljan
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X
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Aligning the Dissimilar: A Probabilistic Method for Feature-Based Point Set Registration

(Joint Registration of 
Multiple Point Sets)

• The joint point 
cloud is 
represented as a 
Gaussian Mixture 
Model (GMM) 
(a set of Gaussians)


• Matching is done 
between each point 
cloud and GMM.


• Advantages: 
+ Multiple point sets are registered in parallel 
+ Symmetric error distribution 
+ Linear complexity in the number of points.

25

JRMPS

Illustration by Martin Danelljan
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Aligning the Dissimilar: A Probabilistic Method for Feature-Based Point Set Registration

(Joint Registration of 
Multiple Point Sets)

• Joint ML estimation 
of relative poses and 
point cloud mixture 
using expectation 
conditional 
maximization (ECM): 

1. Update GMM

2. Update membership 

weights

3. Update transformations

4. Go to 1.


• R. Horaud, F. Forbes, M. Yguel, G. Dewaele, and J. Zhang, Rigid and 
articulated point registration with expectation conditional maximization, PAMI, 
vol. 33, no. 3, pp. 587–602, 2011

26

Illustration by Martin Danelljan

JRMPS



© 2 0 2 4  P e r - E r i k  F o r s s é n

Aligning the Dissimilar: A Probabilistic Method for Feature-Based Point Set Registration

JRMPS with colour

27

Illustration by Martin Danelljan
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Aligning the Dissimilar: A Probabilistic Method for Feature-Based Point Set Registration

JRMPS with deep learning

28

• Registration Loss Learning (RLL) 
 

• Joint Gaussian Mixture in 3D and feature space. Learn feature space by 
back-propagating through the registration loss.


• Felix Järemo Lawin and Per-Erik Forssén, Registration Loss Learning for 
Deep Probabilistic Point Set Registration, International Conference on 3D 
Vision (3DV) 2020
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Farthest Point Sampling (FPS)
• Point clouds from a spinning Lidar 

always have a non-uniform density. 
Many more points closer to the 
sensor.


• Point set registration speed is 
proportional to the number of 
points.


• Idea: Resample point sets to have 
more uniform density before 
registration.

29

• Y. Eldar et al. The Farthest Point Strategy for Progressive Image Sampling, ICPR’94 
 
Note: FPS was originally defined for edge maps in 2D images, but nowadays 
mainly used on point clouds.
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Farthest Point Sampling (FPS)
FPS Algorithm 
Draws a subset of  farthest points from a set .

1. Draw a random point  

move it to another set , 


2. Draw another point  
that is as far as possible from all previously drawn points 




3. If , i.e. number of points drawn is less than 
required, go to 2. 

N 𝒳
p1 ∈ 𝒳
𝒮 = {p1} 𝒳 = 𝒳 − p1

pk ∈ 𝒳

p*k = arg max
pk∈𝒳

min
pl∈𝒮

d(pk, pl)

|𝒮 | < N

30
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Farthest Point Sampling (FPS)

[Show FPS demo]

31
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Farthest Point Sampling (FPS)
+ Speeds up registration as there are fewer points to 
consider


+ As e.g. ICP minimizes the sum of registration errors,  FPS 
    also reduces locking effects where only the central circles 
    of a scan are matched.


- May degrade accuracy if too coarse downsampling  
   (  is problem dependent)
N

32
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Farthest Point Sampling (FPS)
FPS is also used in Deep Learning on point clouds, e.g. 


C. R. Qi et al., PointNet++: Deep Hierarchical Feature 
Learning on Point Sets in a Metric Space, NeurIPS’17

33

Image source: C. R. Qi et al., PointNet++: Deep Hierarchical Feature Learning on Point Sets in a Metric Space, NeurIPS’17
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Farthest Point Sampling (FPS)
Alternatives to FPS:


1. Instead of FPS, inverse density weighting can be used, 
and keeping all samples


2. Alternatively, attention weights can be learned, as in 
RLL.


3. With random subsampling in inverse proportion to local 
density, the result will also be similar. (but much faster).


4. Voxel downsampling.

34



© 2 0 2 4  P e r - E r i k  F o r s s é n

Summary
• Point-set registration (PSR) is used to create large 3D models from 

3D cameras.


• Truncated Signed Distance Fields (TSDF) allow real-time fusion


• PSR failures can be reduced by also matching local features 

• PSR drift can be reduced using joint registration of multiple point 
sets (JRMPS)


• farthest point sampling (FPS) can subsample point clouds to 
speed up matching and reduce locking effects.


• Important PSR methods: ICP, TSDF/KinectFusion, FGR, JRMPS, 
and PSR with learned features e.g. RLL and DGR.
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