Range sensors |

ToF cameras, Lidar, and point-set registration

er-Erik Forssén




Common 3D Cameras

Sheet-of-light laser triangulation
e.g. SICK, previous lecture.

Structured light

e.g. Kinect v1, 2010, Apple Face ID sensor 2017, previous lecture.

Fringe pattern cameras
e.g. Micro Epsilon, previous lecture?

Time-of-flight cameras
e.g. Kinect v2, 2013. Hololens, Azure Kinect, Today.

- LIDAR sensors

Velodyne, Ouster. Work well outdoors. Today.
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Common 3D Cameras




The time-of-flight principle

- Classic way to measure depth,
used in e.g. RADAR.

-+ Emit electromagnetic radiation
and measure delay until echo
Is received.



The time-of-flight principle

- LIDAR
(light detection and ranging)

Same idea as RADAR:

Emit a pulse and count
the time until it returns
(i.e. time-of-flight).

Source: SICK

- Measurement relation:

distance = time*speed-of-light/2
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The time-of-flight principle

- Requires an extremely accurate clock as v=3%*108 m/s.

clock accuracy depth accuracy

] millisecond +150km
1 nanosecond (10-9) |£1.5dm
1 picosecond (10-12) |+0.15mm




Time-of-flight cameras

- Continuous wave (CW-ToF)

+Reduced requirements on clock *\[_\\\(

1m=6.67ns

6.67ns = 48°

2D-detector
and 2D-

RF-phase meter

Image: R. Lange PhD thesis, 2000
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Time-of-flight cameras

RGB Camera

- ToF decoding for continuous wave
CW-ToF

Depth sensor
IR Camera + IR Emitters

Multi-array Mic

Kinect v2 example

- Emitted signal is amplitude modulated

not frequency modulated

e(t) = Io(l + cos(27 fu,




Time-of-flight cameras

RGB Camera

Depth sensor
IR Camera + IR Emitters

+ ToF decoding for continuous wave
CW-ToF

Multi-array Mic

r(t) = I, (1 + cos(27m f,,t —




Time-of-flight cameras

r(t) = I,(1 + cos(27m f,,t —

- The sensor correlates the received signal r




Time-of-flight cameras

r(t) = I,(1 + cos(27m f,,t —

- The sensor correlates the received signal r
‘with the three sy (t) (integration time ti-to=5ms)
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Time-of-flight cameras
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- This is done using a vector summation of the
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Time-of-flight cameras
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Time-of-flight cameras

r(t) = I,(1 + cos(27m f,,t —

: IS done using a vector summation of the




Time-of-flight cameras

r(t) = I,(1 + cos(27m f,,t —

- For three or more correlations:

1. the amplitude & = |z| will correspond to coherence, i.e.




Time-of-flight cameras

r(t) = I,(1 + cos(27m f,,t —

- The decoded depth é will have a




Kinect v2 depth decoding

- Distance travelled: e
AT fom
+ Problem: p~p+2mn neEZ

- As a fix, Kinect v2 uses three modulation




Kinect v2 depth decoding
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-+ Three modulation frequencies
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Kinect v2 depth decoding

T
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Efficient Multi-Frequency
Phase Unwrapping using

Kernel Density Estimation

Felix Jaremo Lawin, Per-Erik Forssén,
Hannes Ovrén

AN




Pulsed ToF decodin

+ Decoding for pulsed ToF
aka. Flash LIDAR

Fotonic (Veoneer
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Pulsed ToF decoding

+ Decoding for pulsed ToF
(aka. Flash LIDAR)

Fotonic (Veoneer)
Prototype ToF camera

+ Measure the reflected light in three short
intervals (with length equal to light pulse length)
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Pulsed ToF decoding

+ Decoding for pulsed ToF
(aka. Flash LIDAR)

b — a2 (ambient light
estimate)

(pulse
L= E :ak — 3b energy)
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Pulsed ToF decoding

Decoding for pulsed ToF
(aka. Flash LIDAR)

h = a2 (ambient light
estimate)

(pulse
M — E ar — 3b i)

+ Assuming pulse in [0,2] interval:
=l )

al—b

m
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Pulsed ToF decoding

sensor images More general expression:

b = min ap, d1, 092




- Many light rays

+ = depth distortion

Multipath interference

emitted at once.

on concave
surfaces.
LINKOPING ©2022 Per-Erik Forssén

UNIVERSITY

30



- Many light rays

+ = depth distortion

Multipath interference

emitted at once.

On concave
surfaces.

-+ Obtained depth is an intensity-weighted average

of the path lengths (a material dependent
distortion).
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Multipath interference

- To reduce Multipath interference (MPI), Flash
Lidar sensors often introduce line or column

scanning.
The linear array of laser emitters sequentially
pulses a narrow, horizontal light beam
- MPI can still
occur along

the line though.

LeddarTech’



Depth sensors for automation

- |n warehouse automation
SICK LMS and other line-
scanning sensors have
been the first hand choice.

- As they are line scanning they
only observe obstacles in one




th sensors for automation
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Depth sensors for automation




2D Lidar

3D Lidar evolved
from 2D Lidars
mounted on cars




2D Lidar

SICK LMS291




-+ Challenges for Lidar:

2D Lidar

Uses direct ToF
measurement using an
accurate clock that is read
out triggered by an SPAD
detector.

- Dot size grows

with range.

- Small objects cause
multiple echos.

- Motion distortion.

Source: SICK

+ One detection at a time = no multipath interference.
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3D Lidar

- 2007-now: Velodyne HDL-64E




Laser

Emitters
(4 Groups of 16)

Laser

Receivers
(2 Groups of 32)

Motor
Housing

Mounting
Base

Source: Velodyne

LINKOPING
o o,

3D Lidar

- The Velodyne principle: rotate entire sensor package

©2022

——

Housing
(Entire
unit spins
at 5-15 Hz)

Source: Matt McFarland,
https://www.youtube.com/watch?v=kirMaPTENBO

Per-Erik Forsseén
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https://www.youtube.com/watch?v=kIrMaPTENB0

The Ouster OS-1 64

- Size WxH = 8.5x7.3cm
Weight 3969

- 64 lines
2048 directions @10Hz
33.2°x.360°

- 6 axis IMU (Gyro,Acc




3D Lidar

- Hand-held Ouster OS1-64 Lidar in Vastervik




Mapping with 3D Lidar




Goal: Find a transformation

Point-set registration

Mapping with 3D sensors use point-set registration.

Y;C:RXIC—I-t\V/k

That moves a set of
points {Xk}?—l

to be aligned with another
set of points L
5 {Yl}l:1

ICP Classical method [Chen&Medioni ICRA91]
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2.

Point-set registration

lterated Closest Point (ICP) [Chen&Medioni ICRA91]

Guess correspondence
For each point: find the
closest point in the other set

Align correspondences
Center and solve the
Orthogonal Procrustes
Problem (OPP) to fint R,
and t

3. Apply transformation and goto 1.
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Point-set registration

- |CP demo 2D

iterations=1, tstep=2.9

NKURNC, ©2022 Per-Erik Forsseén
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Point-set registration

+ Rigid point-set registration uses an Orthogonal
Procrustes Problem (OPP) at its core:

R — argrgiil e RN o

-+ Two point-sets X and Y (columns X.» are points




Point-set registration

[llustration by Martin Danelljan
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Point-set registration

KinectFusion algorithm
[INewcombe et al. ISMAR11]

Based on Truncated Signed
Distance Field (TSDF), ICP, and
ray-casting




TSDF

Averaging in a voxel volume. Truncated-Signed-
Distance-Field (TSDF)

Newcombe et al. ISMAR 2011
Distance in normal direction, and number of

measurements are stored in each voxel.
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Alignment

e Successive 2.5D views are aligned by registration.




Alignment

e Successive 2.5D views are aligned by registration.




TSDF

* The result of averaging in a Truncated Signed Distance
Field (TSDF)

Single Kinect frame Fusion result Newcombe et al. ISMAR 2011
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Multiple point set registration

[llustration by Martin Danelljan
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JRMPS e imens

Joint ML
estimation of
relative poses
and point cloud
mixture using EM.

Advantages:

+ Multiple sets

+ Symmetric

+ Linear
complexity in
number of points.

[llustration by Martin Danelljan
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JRMPS with colour

[Lidar Indoor Dataset

[lustration by Martin Danelljan
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JRMPS with deep learning

-+ Registration Loss Learning (RLL)

Feature and attention
Input point sets weight extraction Registration Registered point sets
Learned using RLL

- Joint Gaussian Mixture in 3D and feature space. Learn feature space by
back-propagating through the registration loss.

- Felix Jaremo Lawin and Per-Erik Forssén, Registration Loss Learning for
Deep Probabilistic Point Set Registration, International Conference on 3D
Vision (3DV) 2020
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From range to 3D

- The output from the
OS-1 Lidar is a
reflectance image (top
with 64 x 2048 pixels
Ik, and a

range image (mi

| ixel




From range to 3D

- To unpack the range image
rx to points in 3D do:

raw A
X — e

- Ray directions from sensor
calibration tab:

- €08 O cos o



From range to 3D

- To unpack the range image
rx to points in 3D do:

raw A
X — e

- Ray directions from sensor
calibration table:

€os B, cos ¢y




Motion distortions

Unpacking to

car coordinates
IS sufficient in the
stationary case

Car motion Xworld

But we get
motion distortions
If the car itself is
also moving

These can be corrected if we know the car motion.

NKURNC, ©2022 Per-Erik Forsseén
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Motion distortion correction

+ A car motion estimate (©(¢) ,p(¢)) can be
obtained from the IMU (accelerometers,
gyroscopes) built into the car or the Lidar.
Alternatively from a preliminary scan registration.

_Xworld(t) —1 @(t) p(t) _XCaf(t)_
1 R

- Note that the transformation from the Lidar to

the IMU, Tioineeds to be known. It is normally
fixed and found through calibration.
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Summary

-+ ToF cameras and Lidars both use the time-of-flight principle
to sense depth.

- ToF cameras work well indoors, where they have better range
and spatial detail than structured light and fringe pattern
projection.




